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Project 42

Conductome

(getting the “deepest” 
data base in the world)

(the totality of factors that 
affect human behaviour)

Multiple data types:
time series, metric, 
categorical,…

Prediction Models
We’re all data miners!

What is the 
origin of 

bio-rhythms?

How does our
interaction with 
the environment

change them?



Phase	0:	ENSANUT	2006,	2012;	ENCOPREVENIMSS	(Na$onal	health	surveys)

Phase	I:	(03-05/2014)	1,076	academics	and	non-academics	from	12	insJtutes	and	
faculJes	at	the	UNAM
2,524	variables	-	Gene$cs,	epidemiolgical,	physiological	(blood	work),	anthropometric…	Epidemiological:	Personal	(81),	Personal	
histories	(130),	Family	historias	(548),	Self-evalua$on	of	health	(226),	Nutri$on	(220),	Life	style	(390),	Health	knowledge	(293)	

Phase	II:	(03/2017-09/2018)	700	medical	students	of	the	Fac.	Med	UNAM;	(06/17)	100	
academics	y	non-academicos	from	the	FM.	Addi$on	of	psychological	variables	(locus	of	control,	self-esteem,…).	

Phase	III:	(12/2018-02/2019)	100	type	2	diabeJcs	from	the	ISSTE

Phase	IV:	(06-09/2019)	Follow	up	on	the	1,076	from	Phase	I	and	500	new	parJcipants.	Repe$$on	of	
laboratory	analysis.	Detailed	“What	did	you	do	today?”	ques$onaire.	Construc$on	of	a	machine-learning	based	analysis	plaYorm	
and	publica$on	of	all	data.

Phase	V:	(01/19-12/19)	ConstrucJon	and	publicaJon	of	data	base	associated	with	Phases	1-4	
with	a	Machine	learning	based	analysis	plaXorm	

Phase	VI:	(9/19-12/19)	fMRI,	EEG,	ECG,	acJgraphy,	other	physiological	measurements,	MCII	
✤

Project 42
Getting the “deepest” database in the world
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Some Physiological Networks





Network properties as a function of age 
(A1-A5) and education (e1-e5)  
Quantity and quality of metabolic  “wear and tear”
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Quantity and quality of  
metabolic “wear and tear”



Quantity and quality of  
metabolic  “wear and tear”



Quantity and quality of  
metabolic  “wear and tear”



Obesity and educational level
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UNAM 2014 Study: 1,076 participants



Physiological variables and 
networks change as a function of 
age and education —>  
they change due to decisions 
(“bad” versus “good”), i.e., due to 
behaviour 



Time series are adaptive
Associated with conduct and decision making
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Early warnings

There are EWs for
passing from any 
one state to any other

What is a “normal” versus an “optimal” trajectory?

The Problem of Behaviour is the  
Problem of Adaptation



What Doesn’t Make Decisions? 
Prediction and science: the last 3 centuries

 The world as a machine

How do you model machines?

With differential equations
We all obey the law

In fact…

we are slaves to the law 



The Conductome

P(C(t)|X(t))
Decision/Action The “World”

The Conductome also implicitly represents a Prediction Model where 
the prediction is that the decision/action will lead to some benefit.

Here we know the 
”World” because we 
create it. We also know
the algorithm P( | ) and 
the payoff from our prediction
and action

Here we neither know the 
”World” nor the algorithm 
P( | ) nor the payoff from 
our prediction and action

CONDUCTOME
“World” + algorithm +payoff

This… 

is the

In Evolution Natural Selection is the 
ultimate arbiter of the “value” of decisions



The Conductome Landscape

Education X1

Drink the Coke

Don’t drink the Coke

Cognitive stress X2

Behaviour change –
Just how plastic is it? 

Reduce cognitive stress versus 
5 more years of education? 

(X1, X2) – Conductome dimensions

Decision/action
threshold

The Conductome landscape
is dynamic and adaptive.
There is a landscape for every
decision/action/behaviour



Decision making and obesity

You can’t gain weight without a set of decisions/
actions that correspond to a behaviour

1. What are those behaviours?
2. How do we measure them?
3. What are risk factors for them? 
4. How does physiology affect them and how do they 

affect physiology?
5. How plastic are they?
6. How do we model them?



Metabolic changes occur because Ein > Eout

Why is Ein > Eout?

Energy “needed”

Needed for what?

This is dependent on
the environment both
now and in the future

Need versus 
Behaviour versus
Environment

Result of a 12000 
calorie per day diet

Result of a 12000 
calorie per day diet

Activity BMR Heat generation
Behaviour: 
Direct and 
Indirect 

Behaviour: 
Direct and 
Indirect 

Behaviour: 
Indirect 

Are there Behavioural Early Warnings?



What does the Conductome represent?
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None/Kinder Primary Secondary High School Undergraduate Postgraduate

Men v Women: Level of Error

Men Women

The difference between them depends on many factors, e.g. educational level
And has consequences…

BMI Obese Education level (n; %)
Intention to 
lose None/Kinder Primary Secondary High School Undergraduate Postgraduate

All 17; 6.3 100; 7.1 61; 9.2 28; 10.9 24; 15.7 2; 25.0

Men 2; 3.9 23; 8.0 10; 6.4 10; 12.2 10; 16.1 1; 25.0

Women 15; 6.8 77; 6.8 51; 10.0 18; 10.3 14; 15.4 1; 25.0

1) “In the last year have you lost or gained weight?”
2) “Was this weight loss intentional?”

A Conductome variable for obesity: Body Image
Why are we so overweight? We don’t predict very well our “body state” 



A Conductome variable for obesity: 
Portion size 

Big Mac meal 
for a large person

Torta Cubana
for a large person

Big Mac meal 
for a short person

Torta Cubana
for a short person

Why are shorter people more likely to be obese?



A Conductome variable for obesity: 
Temperature 
Why aren’t we even more overweight? 

Study 1                                   Study 2
points          deciles            7-day mean      1-day mean

slope   0.0072        0.0067             0.0093               0.015
intercept 35.99          36.00               33.69                 33.524
CIslope 0.0028        0.0024           -0.019                  0.0019

0.012          0.011               0.038                  0.029
CIintercept 35.88          35.89              32.88                  33.15

36.11           36.12              34.51                 33.90
tslope 3.18             3.56               0.68                    2.25
tintercept 590.34        708.93            86.9                   174.92
F   10.15          12.64               0.46                    5.06
p  0.0015 (*)    0.0074 (*)        0.50                   0.026 (*)
R2      0.0094         0.61                 0.022                 0.027

Hypothesis: Human physiology is equipped
 to resist “wear and tear” and has multiple
autonomous mechanisms to maintain 
homeostasis. For example…
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Introduction

Obesity and Overweight are complex phenomena with genetic, endocrine and behavioral components (Bray 2007). 

The positive Energy Imbalance  that gives place to overweight occurs when consuming more energy than is spent. 

Consuming food involves Decision Making  restricted by availability of sources, time and competition. The main 

objective of a Food Strategy  is survival of individuals and populations. Then avoid negative long-term energy 

imbalance is a priority.

An optimal strategy seeks energy balance. It can regulate consumption, perception and movement across the 

environment. Nonetheless the extended epidemic of obesity and overweight is evidence of a generalized deviation of 

an optimal energetic plan. 

Johnson and Andrews (2010) suggest a prehistoric mutation of human ancestors to increase fat stores. Such that 

mechanism, originally a survival advantage against starvation, could explain partially the resilient tendency to 

overweight in Obesogenic Environments. There is no accessible data to test directly such that hypothesis. However 

those inaccessible scenarios can be investigated in a generative manner by agent system simulations (Epstein 2006). 

The aim of this work is to investigate the origin and development of bias in food strategies with Agent Based 

Modeling (ABM). The Agent Model presented here exhibits the competition between two kind of agents: A perceptive 

one (Type II) that can observe a larger local environment at an energetic cost and other that only can perceive for 

free the cell where is situated (Type I). Agents were provided with three capacities: To eat, to move and to reproduce 

themselves. Perceptive agents' strategy is more complex and can be considered cognitively superior. To measure 

system's performance we obtain in each simulation the extinction time (if is the case), the final fraction of agents of 

type I and the time when diversity is lost (if is the case). 

 

    

Design of Agents System

● Environment: 41 X 41Square Grid in a
 Thorus (PBCs), each cell can 
grow a source of energy. 

● Agents: Two types according food strategy:
 Perceptive and non-perceptive.

● Agents have move, eat and intend to reproduce every time.
● Each time-step agents spent energy in a basal metabolism

and in a cost of movement proportional to their energy. 
If the agent is perceptive pays a fixed cost of perception. Both agents
consume the energetic sources in their consuption area.  

Figure 1.  View  of a typical simulation of 
ABM. This was implemented in NetLogo.

Cost of movement and reproduction

● Reproduction consists in the division of an agent when it exceeds 

a limit of energy (20).  It makes more pronounced the effect of the 

cost of movement in the final distribution of agents: This favors 

one of the two types depending on their value: If the cost of 

movement is lower than 0.02 agents type II are predominant. 

When is greater than 0.02 agents type I survive more oftenly (Fig. 

4A). 

● In general, reproduction changes changes the distribution of types 

in final states (Fig. 4B)

● The dynamics of the types distribution have a similar characteristic 

behavior: Cost of movement determines the final type of agent and 

reproduction helps the predominant agent (Fig. 5).  

Parameters Symbol

Basal Metabolism

Cost of Perception

Cost of Movement

Source Energy

 Consumption Area

Effect of Cost of Perception and Regeneration of 

Sources

● Rapid regeneration of resources can make the population survive 

indefinitely (Fig. 3A). This also causes the scenarios with 

perceptual agents to disappear while slow regeneration allow 

diversity in the ensemble of simulations (Fig. 3B).  

● Final stages where both type of strategies coexist are scarce. 

Most scenarios finish with homogeneous populations. 

● Perceptive agents can live longer than non-perceptive only if the 

cost of perception is low (Fig. 3B). In those scenarios with rapid 

regeneration an increase in cost of perception makes the minority 

agents (perceptive) to dissapear faster. If regeneration is slow an 

increase on the cost makes the minority agents to dissapear a little 

bit more slowly (Fig. 4B). 

Figure 3.  Effect of cost of perception and regeneration time in (A) average 
extinction time, (B) average final low fraction (type I fraction), (C) average 
time of lost of diversity and (D)  comparison of rapid and slow regeneration 
on final fraction and lost of diversity time.  

Figure 2. Sketch of ABM environment, agent type I and II and Energy of agent at time t.

Table 1. Parameters and symbols of ABM.

Figure 4.  Effect of cost of movement and reproduction in (A) average final low 
fraction (type I fraction) and (B) histogram of final low fraction. 
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Agent Type I (non-perceptive)

● Perceives only the cell where is placed
● Eat only the sources in the cell is placed (A = 1).
● Moves randomly to a neighbour cell

Agent Type II (perceptive)

● Perceives the cell where is placed and the first eight 

neighbours
● Eat only the sources in the cell is placed(A = 1).
● Moves to a neighbour cell with energetic sources 

available. It reduces uncertainty when looking for 

energy but it has a cost. 

(A) (B)

(A) (B)

(C) (D)

Figure 5.  Effect of 
cost of movement 
and reproduction 
in the average 
fraction of type I 
agents at every 
generation. 

Let’s try and recreate the world of 
200,000 years ago and see what 
behaviours were useful in environments 
then versus environments now.

Recreate environments with scarcity/
plenty and find which adaptations are 
favoured/disfavoured



Conclusions
✤ Human physiology has rhythms. Those rhythms have evolutionary origins. Those 

rhythms are affected by our decisions - our behaviour.
✤ The Human Conductome is the entirety of factors which control human behavior: 

Behaviour <— Strategies <— Decisions <— Predictions 
✤ It is extraordinarily multifactorial and adaptive. It requires big, deep data across multiple 

scales to understand it: genetics, epigenetics, physiology, psychology, neuroscience, 
epidemiology, sociology,… We don’t have such data, but the Data Revolution is helping.

✤ A crucial ingredient of the Conductome is how we evaluate decisions, the different 
concepts of value and to understand why we make “bad” decisions.

✤ Another crucial ingredient is how we create a model of reality that may be substantially 
different from reality itself. Such deviations can have severe psychological, social and 
other health consequences.

The goal of Project 42 is to obtain and model data in order to better understand the Conductome and 
predict human behavior. We have a lot of interesting work to do over the coming months, years, 
decades,… We need a lot of help!

You’re all invited!
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What’s my line? 
What’s my line? I’m an elementary particle - I have electric charge -1, etc. 
I’m a species, I have barcode (of life), I am a mammal,… 

All systems are characterised by important “labels”  
Physics: electric charge, mass, dipole moment, crystal structure, volume, pressure, temperature,… 

Physical systems have very few relevant labels and we know, generally, what they are 
Biology: uni-celular/multi-celular, male, female, old young, claws, cold/warm blood, egg laying/live 
birth, rich, poor, British/Bulgarian/Australian, single/married, mother/father, lung, heart, chin, brain, 
organ, hypothalamus, Akt, obese, diabetic, Parkinson’s,…  

Biological systems have an enormous (“uncountable”) number of potentially relevant 
labels and each label is associated with both a structure and a function 

Labels are contextual - they characterise interactions 
What is an interaction?  

When the participants in the interaction have space-time trajectories that are different compared 
to the absence of the interaction (null hypothesis).  
Interactions have associated labels - Electric charge of an electron has no meaning other than 
with respect to its behaviour relative to another charged object 

There are very few fundamental interactions because there are very few fundamental labels 
In biological systems there are an enormous number of interactions because there are an 
enormous number of relevant labels 
Labels can evolve in time (iron nucleus versus diabetic) as a new state emerges from a previous 
one 



What’s my scale?

All systems are characterised by important spatial or 
temporal scales 

Physics: gravity (Planck time/scale), grand unification, electroweak scale, 
nuclear, atomic, molecular, macro-molecular, solid state, weather, 
geological/planetary, astrophysical, cosmological. 
Biology: cellular (Adella), physiology (day, month, year), lifetime 
(genetic), extinction (different taxonomic levels) 
Language: letter, syllable, word, phrase, sentence, paragraph, chapter, 
article, book. 

What you can say about an interaction depends on the 
space/time scale over which it is observed 
In physics there is usually a dominant interaction at a 
given scale with associated effective degrees of freedom. 
There is little cross-talk between scales



Biorhythm Scales
• From intra-cellular signaling
• to inter-cellular signaling
• to organ/organ signaling
• to environment/organ interactions 

- behavior: foraging, eating, sleep, etc.
• to behavior change and 
• Evolution

What is the nature of the corresponding time series?
What is the natural variational scale?
What is the natural coarse graining scale?
When does the time series reflect adaptive versus ”deterministic” behavior?
Does it reflect homeostasis? (Over what time scale?)

ms vs sec vs mins vs hours vs days vs weeks vs years vs…  
“micro” versus “macro” homeostasis

What is important in a time series? 
The mean, the median, the variance, the 

frequency, the amplitude, the 27th moment,…?
(“Can you hear the shape of a drum?” and Efficient markets theory)



What’s my (statistical) ensemble?

✤ Observations: Longitudinal (how long) versus transverse - both 
✤ Multitude of labels problem (multi-factoriality)

✤ What can you say about those observations?
✤ What information is contained there?

✤ We deduce the nature of interactions from ensembles of observations 
principally associated with where something is in space and time 
(both Plamen and Adella), 
✤ “co-occurrences” in space and/or time relative to a null hypothesis is a measure of 

interaction

✤ There are too many labels to deduce the nature of interactions in 
biological systems by “divide and conquer”



Heterogeneity of homeostasis

glucose stdev glucose av tbg stdev tgb av chol stdev chol av HOMA stdev HOMA av
33.82 96.95 115.08 165.72 42.12 201.86 2.13 2.13

Variation factor 2.87 Variation factor 1.44 Variation factor 4.79 Variation factor 1.00

hdld stdev hdld av uric stdev uric av crs stdev crs av 0.41
12.34 47.57 2.33 5.44 0.42 0.81

Variation factor 3.86 Variation factor 2.34 Variation factor 1.95

ldl stdev ldl av hba stdev hba av insulina stdev insulina av
56.58 122.47 1.29 5.35 6.41 8.44

Variation factor 2.16 Variation factor 4.16 Variation factor 1.32


